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Abstract
Randomization is the bedrock of randomized controlled trials, which ensures the elimination of selection bias and
also to some extent the homogenous distribution of covariates between the intervention arms. Randomization
does not always guarantee the baseline balance, and hence makes the statistical analysis more complex. Several
published clinical trials have employed test of significance to compare baseline measures between the groups.
However, such practice has been criticized by several authors and CONSORT statement also discourages it. This
overview discusses various statistical designs that were employed in published trials. Post intervention data
(follow up score) comparison between the arms was common practice in published RCTs. However, this
approach fails to adjust baseline imbalance. Both Change score and Percentage change methods adjust the
baseline imbalance. Both of the approaches give precise estimates when there is a high correlation between
baseline and follow-up score. However, when correlation is low they both give biased and less precise estimates
of treatment effect. Analysis of covariance (ANCOVA) is a regression method, which maintains high statistical
power and gives less biased and more precise estimates of treatment effect regardless of correlation level.
Understanding strengths and limitations of different statistical designs of RCTs will prevent statistical errors,
which can yield an accurate estimate of treatment effect.
Keywords: Biostatistics, Randomized controlled trials, Covariate adjustment, Analysis of covariance

Note:
This is a solicited editorial. Because of the increasing number of Randomized Controlled Trials (RCTs) submitted to
Electronic Physician, the journal has invited Associate Professor Dr. Umesh Wadgave, who is an expert in statistical
analysis of RCTs, and his team, to review and discuss on the timely topic of statistical errors in this field. Dr. Umesh
Wadgave is an Associate Editor of Electronic Physician.

1. Introduction
Randomized controlled trials (RCTs) generate the least biased estimate of intervention and hold the highest position
among the primary studies in the level of evidence pyramid (1). Randomization is the bedrock of RCTs, which
removes the selection bias and lowers the probability of baseline differences between the intervention arms.
However, on few occasions, randomization fails to equally distribute some important covariates, which can
influence the results (2). So, it is essential to identify such differences and adjust them during the statistical analysis
(2, 3). Adjusting the baseline differences (Covariate adjustment) increases the power of the study, and can yield an
accurate estimate of treatment effect (3-6). This overview critically evaluates different statistical designs employed
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in RCTs and attempts to suggest the best methods for future researchers. Box 1 includes the important highlights of
the article, and Table 1 presents the main terminologies used in this context.

Box 1. Important highlights of the review

 Highlights the limitation of baseline comparison using inferential statistics in randomized controlled
trials.

 Discusses the influence of different statistical designs employed in RCTs on covariate adjustment.
 Justifies the utility of Analysis of Covariance (ANCOVA) statistical method over other approaches.
 To the best of our literature search, this is the only article that discusses most of the possible statistical

designs employed in RCTs.
 This article helps researchers in understanding the limitations and strengths of the different statistical

designs of RCTs.

Table 1. Important terminologies
Term Definition Ref. no.
Randomization Ensures that research participants are divided into groups by chance (random

allocation), like in a lottery. It eliminates selection bias and minimizes the
differences between the intervention groups.

7

Regression to
mean

A statistical phenomenon that can make natural variation in repeated data look
like real change. It can result in wrongly concluding that an effect is due to
treatment when it is due to chance.

8

Covariates Any variable that is measurable and considered to have a statistical relationship
with the dependent variable would qualify as a potential covariate. A covariate is
thus a possible predictive or explanatory variable of the dependent variable.

9

Covariate
adjustment

The statistical procedure of eliminating the influence of baseline imbalance of
covariates that are correlated to outcome, leading to a more precise estimate of
treatment effect.

6

Significance tests Statistical tests that indicate whether observed differences between assessment
results occur because of sampling error or by chance.

10

2. Baseline comparison
In RCTs, comparability of intervention arms at baseline in every aspect except the intervention they receive is
essential for detecting the true estimates of any intervention (11). Theoretically, randomization procedure distributes
both the known and unknown covariates equally between the intervention arms. But in reality, the distribution of
covariates may not always be homogenous after randomization (10, 12). It has been observed that researchers
employ the significance tests to check whether the heterogeneity in covariates distribution after randomization is
statistically significant or not (13-15). This practice has been criticized by many scholars since any imbalance after
randomization simply occurs because of chance, and hence it is futile to apply significance tests (13, 16, 17).
Consolidated Standards of Reporting Trials (CONSORT) statement also discourages this practice, stating “tests of
baseline differences are not necessarily wrong, just illogical. Such hypothesis testing is superfluous and can mislead
investigators and their readers” (18). However, CONSORT Statement recommends reporting of a table describing
baseline demographic and clinical characteristics of each intervention arm (18). Altman stated that “performing a
significance test to compare baseline variables is to assess the probability of something having occurred by chance
when we know that it did occur by chance” (16).

Significance tests for baseline comparison have been used to assess the success of randomization (17). However,
even after a successful randomization, we can expect 5% of variables to differ significantly between the intervention
arms at baseline (19, 20). Therefore, the success or the failure of randomization cannot be judged based on presence
or absence of statistically significant differences. It is advisable to check for meaningful differences rather than
statistically significant differences (17, 19). Meaningful differences are those differences at baseline that can impact
[confound] the results of a trial. They can be identified with sound clinical knowledge, research evidence, and
common sense (16). These meaningful differences should be adjusted during the statistical analysis.
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3. Statistical adjustment of baseline imbalances
Randomization is not the guaranteed method for homogeneous distribution of both observed and unobserved
covariates among the interventional arms. As discussed above, any baseline imbalances should be identified and
adjusted during the statistical analysis. In every clinical trial, researchers collect data at baseline and post-
intervention in all the arms and subject it to statistical analysis. There are five different techniques of data analysis
practiced in RCTs, namely (Table 2):

1) Analyzing the difference between baseline and post intervention
2) Analyzing post-intervention data
3) Analyzing the change scores between post-intervention and baseline
4) Analyzing the percentage change between baseline and post intervention
5) Analysis of covariance (ANCOVA)

Table 2. Description of different statistical designs used in randomized controlled trials
Intervention A Intervention B

Pre score A1 B1

Post score A2 B2

Designs Formula Evaluates Recommendation
Baseline
Comparison

A1 vs. B1 Statistical significant difference
between the groups at baseline.

Not Recommended:
In RCT, baseline differences are
because of chance.

Difference between
baseline and post
data

A1 vs. A2
and
B1 vs. B2

Statistical significant change from
baseline to follow up score, separately
within each group.

Not Recommended:
Only compares within a group and
not between groups.

Post-intervention
data comparison

A2 vs. B2 Statistical significant difference in
follow up score between the groups.

Not Recommended:
Does not adjust baseline imbalances.

Change scores (A1 - A2) vs.
(B1 - B2)

Statistical significant difference in
change score (difference between pre
and post score) data between the
groups.

Not Recommended:
Fails to adjust the baseline
imbalances because of regression to
mean.
Dependent on correlation between
baseline and follow up score.

Percent change [(A2 – A1)
*100/A1] vs.
[(B2 – B1)
*100/B1]

Statistical significant difference in
percent change score (percent
difference between pre and post
score) between the groups.

Not Recommended:
Fails to adjust the baseline
imbalances because of regression to
mean.
Dependent on correlation between
baseline and follow up score.

ANCOVA A2 vs. B2
[Adjust A1
and B1]

Statistical significant difference in
post intervention data between the
groups while adjusting the baseline
scores.

Recommended:
Adjusts baseline imbalances.
Independent of correlation between
baseline and follow up score.
Has more statistical power.
Applied only when an outcome is
continuous data.

3.1. Analyzing the difference between baseline and post intervention
This method assesses the statistically significant change from baseline (i.e. Pre score verses Post score), separately
in each group (21). Then it is stated that statistically significant difference was observed only in one group but not in
the other, and concludes that treatments are different (21, 22). This tests the null hypothesis that the change from the
baseline is zero, separately in each intervention arm (22). Conclusions derived from this method are not appropriate
because of natural changes over time and regression towards the mean (23). This technique is to no purpose and
illogical because our primary intention in the randomized trial is not to assess the change from the baseline (within
group comparison), but to estimate whether any change is greater in one group than the other (between group
comparison) (21). Bland and Altman criticized this method stating “It is conceptually wrong, statistically invalid,
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and consequently highly misleading” (24). Two surveys in 1987 and 2011, reported that about 10% of trials of
reputed medical journals analyzed within-group comparisons only (25, 26).

3.2. Analyzing post-intervention data (POST method)
This method ignores the baseline values in all the intervention arms and just compares the post intervention data
between the groups. This method is simple to understand and less time consuming for data analysis (27). Analysis of
variance or student’s t test is used to compare the follow-up scores between the groups. This technique is based on
the assumption that randomization ensures baseline homogeneity of all characteristics across all arms and thus
covariate adjustment is deemed unnecessary (27). However, we know that randomization does not always equally
distribute all the variables in intervention arms, and simulation studies have shown that after baseline imbalance
adjustment, the analysis of post intervention scores can be different (28). As it fails to adjust any baseline
imbalances between the arms, this can lead to an unfair advantage to one intervention arm over another (29). This
method can give biased and imprecise estimates of treatment effect.

3.3. Analyzing the change scores between post-intervention and baseline
This technique, known as change score or gain score (i.e. Pre score minus Post score), subtracts the baseline scores
from the post-intervention score within each arm and then change score of each arm is compared with statistics (27).
The advantage of this method is that baseline scores are accounted in the analysis (27). Although this technique
takes baseline scores into account, still it fails to adjust the baseline imbalance because of regression to mean (23,
30). Regression to mean concept explains that patients with low baseline score generally tend to improve more so
than patients with high baseline scores (23, 30). Statistically significant results are more likely to be seen in change
score when correlation is high between baseline and follow up score, while in post-intervention comparison,
significant results are seen when the correlation is low (30). However, it is important to specify the statistical design
in protocol and it is inappropriate to choose statistical test based on the significant result. Application of this test is
also conditional on the correlation between baseline and follow-up score, and hence not recommended.

3.4. Analyzing the percentage change between baseline and post intervention (Percent Change)
In contrast to the change score which assesses the absolute change, few researchers recommend the assessment of
percentage change between the baseline and follow up scores (31, 32). Stridbeck R et al. explained the advantage of
percentage change over change score with a simple example “Two obese men A and B participate in a weight loss
program. Their weights at the beginning of the program are 150 Kg and 100 Kg, respectively. When they finish the
program, man A, who weighs 150 Kg has lost 15 Kg, while man B has lost 10 Kg. From the example, we see that,
man A lost 5 Kg more than that man B, but the percent of weight they lost are 10% in both cases” (32). Similar to
change score, this method also fails to adjust the baseline imbalances because of regression to mean (23). Another
disadvantage is that it is calculated using the ratio, so this method generates non-normal distributed data from
normally distributed data (33). Vickers completely discourages the use of percentage change and recommends the
use of ANCOVA, and when conditions where ANCOVA cannot be employed, change score or post-intervention
comparison should be considered (33).

3.5. Analysis of covariance (ANCOVA)
Beholding the limitations of the above-mentioned methods’ analysis of covariance, a regression method is a better
approach for statistical analysis for RCTs (27, 30). ANCOVA uses baseline scores as covariates in the analysis and
it is applied when an outcome is continuous. In RCTs, ANCOVA is unaffected by baseline imbalances and has more
statistical power than others in detecting treatment effects (22, 33). Vickers and Altman demonstrated through a
simulation study that ANCOVA maintained its statistical power even at low correlation level between baseline and
follow up scores (30). However, statistical power of change score and percent change score decreased with the
dropping correlation between baseline and follow up score (30). When the correlation is high (>0.8) the efficiency of
ANCOVA remains relatively similar to the change score and percentage change score (27, 30). Advantages of
ANCOVA are the following; it maintains the high statistical power regardless of the correlation level, it decreases
the bias and gives precise estimates by adjusting the baseline scores and also the other prognostic variables, and this
regression method also helps in prediction (3, 30).

There is sufficient evidence for opting for the ANCOVA method over others in adjusting the covariates (3, 27, 29,
30). However, lack of an objective tool for assessment of baseline imbalances have made selection of the covariates
for adjustment very complex (19). One should note that, adjusting the wrong covariate can lead to increase in bias
and decrease in the statistical power (2). Kahan et al. demonstrated with simulation study that adjusting the
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prognostic variables and also fewer suspected covariates increased the statistical power of study (29). Before
considering ANCOVA, it is important to understand its two underlying assumptions: first, the covariate should be
independent of outcome i.e. covariates should not be different across the groups (3, 27); second, homogeneity of
regression slopes (27).

4. Conclusions
The information from this overview gives an idea of various statistical designs employed in RCTs and also discusses
their strengths and limitations. Comparing baseline differences using significance test should be avoided as it is
highly misleading. Do not simply estimate the statistical significance of difference between baseline and post
intervention within each randomized group, rather, compare the measures between the groups. In any circumstance,
ANCOVA should be the analysis of choice for adjusting the baseline imbalances and prognostic covariates in RCTs.
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